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Project Goal

® \easurement In addition to the benetits for the student in terms of learning and experience, we'd am towards useful
oroduction outcomes, for example:

O identification of 'good' or 'bad' jobs, i.e. improving the 'black sheep' functionality in Splunk, alerting about
'bad’ jobs in 'near time’

© anomaly detection, related to 'good’' and 'bad’ jobs, identifying performance drops for jobs that had better
performance previously

O identification of the bottleneck for specific jobs and applications: compute, memory bandwidth, io,
network, etc., helping to identify the actual requirements of our application mix for (future) HPC systems

O fingerprinting of unknown applications, e.g. shedding light at the famous 'a.out' or '‘python' mystery



Information about Data

® WO types of data: Job-summary, Time-resolved data

® Job summary: collected after job ended

ALAVG_LOAD AVG_O_PTMPAVG_O_UAVG_R_NET AVG_R_PTMPAVG_R_U, AVG_W_NET AVG_W_PTMPAVG_W_U,FP_SCALAR,FP_VECTOR,GFHPCMD_CHECKPOINT,MEM_PEAK,PEAK_LOAD,PEAK

_0_PTMP, PEAK_O_U PEAK_R_NET PEAK_R_PTMPPEAK_R_U,PEAK_W_NET,PEAK_W_PTMP PEAK_W_U,SOCKET_BALANCE,VEC_RATIO, cores, elapsed,exe,exit_code,groupid,host,iter,jobbend,jobid, jo
ostart,maxrss, min_empty_cores,njobsteps,nnodes, partition, timelimit,userid,datetime, timestamp

® [ime-resolved data: collected every 4 min. From each nodes, sockets, I/0Os, GPU, etc.

Al AVG_LOAD, AVG_O_U, AVG_R_UAVG_W_NET, AVG_W_U, CACHE_MISS_RATIO, FP_SCALAR,
GFLOPS,HPCMD_CHECKPOINT, _MPI_EXTRA_FILESYSTEM, _MPI_LINK, _MPI_ROOT, MEM_PEAK MKLRO
OfT, MKL_HOME, NodeRSS, OMP_STACKSIZE, PEAK_O_U,PEAK_R_NET, PEAK_R_U, PEAK
W_PTMP, PMI_FD, PMI_SIZE,PWD, PYTHONSTARTUR SLURM_CLUSTER_NAME, SLURM_CPUS_ON_NODE,
SLURM_DISTRIBUTION,SLURM_EXPORT_ENYV, SLURM_GTIDS, SLURM_JOB_ACCOUNT,
SLURM_JOB_CPUS_PER_NODE_PACK_GROUP_O, SLURM_JOB_NAME,SLURM_JOB_NODELIST, SLURM_JOB_PARTITION,
VEC_RATIO, oranch_misses, cache_references,cores, cycles, empty_cores, epoch, fo_128d,fp_128s, fo_256s,
fo_b12s, fo_s, gpfs_bytes_written,gpfs_closes, gpfs_opens, gpfs_writes, Nost, jobend,jobid, jobstart, D load_15min
load_b5min, maxrss, min_empty_cores, njobsteps, nodeid, ntasks_per_node, partition,path, rX_bytes,
sockets, timelimit,

tx_packets,type, _time



Pre-processing data

® Raw Data

e Several lines for each timestamp

,AI,ALGO_INT,AVG_LOAD,AVG_O_PTMP,AVG_O_U,AVG_R_NET,AVG_R_PTMP,AVG_R_U,AVG_W_NET ,AVG_W_PTMP,AVG_W_U,BR_MISS_RATIO,CACHE_MISS_RATIO,FORT_BUFF
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e \\\hat we want: One line for each timestamp, one .csv file for each job



Pre-processing data

® Several types of data for each timestamp and different columns for each type Inde( [*Unnaned: 0°, *HPCHD_CHECKPOINT®, *cpu, “empty_cores*, ‘host", *jobid’,
'nodeid', 'total_threads', 'datetime', 'timestamp'],
dtype='object"')

® thread 'exe’ 'network’ 'memory' ‘perf' 'gpfs’ 'env' 'libs' job_start’, job_summary’ e

Index(['Unnamed: 0', 'ALGO_INT', 'BR_MISS_RATIO', 'CACHE_MISS_RATIO',
'"FP_SCALAR', 'FP_VECTOR', 'GFLOPS', 'HPCMD_ CHECKPOINT', 'IPC', 'MEM_BW',
'branch_misses', 'branches', 'cache_misses', 'cache_references', 'cpu',

e (ifferent socket names, different node names for same timestamp ‘cycles’, 'fp_128d", 'fp_128s', 'fp_256d', ‘fp 2565, 'fp_512d",

'fp_512s', 'fp_d', 'fp_s', 'host', 'instructions', 'jobid',

‘iter', 'jobend', 'jobid', 'jobstart', 'maxrss', 'min_empty_cores',
'njobsteps', 'nnodes', 'partition', 'timelimit', 'userid', 'datetime’,

® hode name/<|nfo> 'node _name/socket name/<info>' or 1/0 name/<info>' format

, timestamp, ravc2418/load_15min, ravc2418/load_1min, ravc2418/load_5min, ravc2418/rx_bytes, ravc2418/rx_packets, ravc2418/tx_bytes, ravc2418/tx_p
9,1694628950.0,0.0,0.90,0.0,0.90,0.0,0.0,0.0,5.473893546583224,0.0014012103095447,0.4497905626243322,2621087287192.0,12037020592216.0,415.36
1,1694629190.0,57.82,72.25,61.69,214294647140.0,102624566.90,209813712560.0,101613163.0,5.459401095993919,0.0013827552937068,0.465849533443
2,1694629430.0,61.16,72.42,67.62,199017897388.0,94793970.0,194186666888.0,93822710.0,4.909434484389877,0.0013393595367307,0.45399112203268
3,1694629670.0,63.68,72.35,70.21,211600258352.0,100550868.0,207259884076.0,99634207.0,5.466917943818227,0.0013117692388565,0.4652687427942

4,1694629910.0,65.65,72.18,71.36,188031117184.0,89933819.0,183275663948.0,89023140.0,4.935401325329669,0.0013614445403118,0.43679370068457
5,1694630150.0,67.14,72.11,71.79,191073032524.0,90901077.90,186293767580.0,89969663.0,4.865335333927567,0.0012609366382344,0.45176921763055
6,1694630390.0,68.3,72.23,72.03,203172586760.0,96442786.0,198988172220.0,95639065.0,5.351997430564679,0.0013292961086549,0.445893461631465
7,1694630630.0,69.23,72.49,72.2,200530469828.0,96098941.0,195488002960.0,95159326.0,5.299342361780027,0.001372452615948,0.4684977290460191
8,1694630870.0,69.96,72.37,72.32,198176399556.0,94176931.0,193296393040.0,93285542.0,4.898562655708133,0.0013315943169103,0.45206901910709

e Klaus used it to export data in 2d format



Pre-processing data

e or training, One Line per Job

e Statistics

* ‘MmN, ' max, mean’, std’, 'skew’, '0_bth’, 'p_25th", o _50th', 'p_7dth’, 1o_90th

ALGO_INT/min

5541946 1.8654233549940626...
5541945 2.262394929717692¢...

5539854 7.0166040396117e-05
o \\/indows
0/ALGO _INT
5541946 0.978895336507698
5541945 0.9289668507382656
5539854 0.5051002730985245

ALGO_INT/max

9.786837608749712
10.754192454609774
1.7035379952828469

0/BR_MISS_RATIO

0.0001853966029124
0.0001975268257705
0.00435354958236955

ALGO _INT/mean

1.7479334929069141

1.8153478291346221
0.5184217023777926

0/CACHE_MISS_RAT...

0.19893198159274275
0.2029060536260196
0.3655553629601649

ALGO_INT/std

0.0

0.0
0.0

0/FP_SCALAR

135617044971.0

136712436258.5
16345416.5

ALGO _INT/skew

0/FP_VECTOR

32047140382.0

37391755921.0
1892561722764.5

ALGO_INT/p_5th

9.786837608749712

10.754192454609774
1.7035379952828469

0/GFLOPS

1.1462376219956523

1.243824443923913
32.87044422540653

ALGO_INT/p_25th

9.786837608749712

10.754192454609774
1.7035379952828469

0/1PC

3.06100972155864

3.0682623160023295
0.9532457090208877

ALGO_INT/p_50th

9.786837608749712
10.754192454609774
1.7035379952828469

0/MEM_BW

1.1709501304653913

1.3389330770365218
65.0770668243033

ALGO_INT/p_75th

9.786837608749712
10.754192454609774
1.7035379952828469

0/NodeRSS

2140.22265625
2141.859375
5344.92578125



Roofline Model

e Measurement of Computer Performance Roofline, colored by distance to theoretical peak
| max GFLOP
e Can be calculated with Job-Summary data 1073 -
e [Wo types of celling
101 -
e One by memory bandwidth cntz
3 10—1 -
e Other by processor’s performance (us
e Classified jobs into three: Good, Bad, Ugly 1077 1
10~ A "
9 ¢®
— ™ T T T T T
10~7 10~ 10~ 10~1 101 10°

Arithmetic Intensity



Several Methods we tried...

PCA

1.0

o PW.X
e netrium_gensamples
e aims.190525.scalapack.mpi.x

vasp_std
o pytr.wn3 °
s cp2k.psmp 4
» others




Why Random Forest

o PCA: just perturbing the data dimension. De-correlate correlated data and get new features
® \\le cannot see which feature is important and which is Not
® [hough we can see that it differentiates different Executables

® Random Forest: preserve features, methods to see compare feature importance



What iIs Random Forest

Ensemble of Decision Trees

e Decision Iree: used in classification problem

e Ensemble: made up of a set of classifiers—e.g. decision trees—and their predictions are aggregated to identity the most popular result

e Randomly select some data, Train several different trees independently, Aggregate results

New sample

l l l

Result 1 Result 2 Result 3
| Majority voting / Averaging |

Random forest prediction




Training of Random Forest

® Packages used: sklearn.ensemble RandomForestClassifier ® [cst Result

® [hings to Consider
- 3000

® Unbalanced dataset —> SMOTE to balance dataset
2500

 Good vs. Bad vs. Ugly

2000

* Memory-bounded vs. Compute-boundeo 1500

True label

e CPU vs. GPU: different columns —> Train separate model 1000

500

Predicted label


https://scikit-learn.org/stable/modules/classes.html#module-sklearn.ensemble

Which Feature Is Important
For the Random Forest (CPU)

® cature Importance and Permutation Importance

Random Forest Feature Importances (MDI) ' Permutation Importances (test set)
cache_misses/p_50th cache_misses/p_50th { | HI}
cache references/p 50th I
Instructions/p_50th cache_references/p_50th - : I-[[}—l
FP_VECTOR/p_50th .
branches/p_50th FP_VECTOR/p_50th 4 !}
cycles/p 50th I
FP_SCALAR/p_50th CACHE_MISS_RATIO/p_50th { 1}
fp_128d/p_50th :
fp_512d/p_50th fp_d/p_50th { i}
fp_d/p_50th :
branch_misses/p_50th tx_bytes/p_50th 1 }
empty cores/p 50th |
CACHE_MISS_RATIO/p_50th FP_SCALAR/p_50th 4 |
IPC/p_50th :
minor_faults/p_50th branch_misses/p_50th - :'l
NodeRSS/p_50th |
BR_MISS_RATIO/p_50th branches/p_50th { }j
total threads/p 50th . :
gpfs_bytes read/p_50th minor_faults/p_50th - :[]
be_bytes/p_S0th 0.00 0.02 0.04 0.06 0.08 0.10 0.12

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 Decrease in accuracy score



For specific job (CPU)

® [Jse several methods and compare the result

« SHAP: the average expected marginal contribution of one feature

Which Feature iIs Important

 LIME: Local Interpretable Model-Agnostic Explanations. train explainable model that gives similar result to original model in the local

« Random method (proposed by Sebastian): put randomized values into each column, iterate several hundred times, and calculate

mean reduction in prediction probalbility

SHAP

High
cache _misses/p 50th
cache references/p 50th
FP_VECTOR/p_50th
instructions/p_50th
cycles/p 50th
branches/p_50th
empty cores/p 50th
FP_SCALAR/p_50th

fp_128d/p_50th

e

LIME

NOT ugly

cache_misses/p_50th
0.04

FP_VECTOR/p_50th
0.03

cache_references/p...
0.03

fp_512d/p_50th
0.01

cycles/p_50th
0.01

instructions/p_50th
0.01

branches/p_50th
0.01

ugly

IRR MISS RATIO/n 50th

Random Method

cache_misses/p_50th
FP_VECTOR/p_50th
cache_references/p_50th
FP_SCALAR/p_50th
fp_256d/p_50th
fp_s/p_50th
fp_128d/p_50th
CACHE_MISS_RATIO/p_50th
fp_512d/p_50th
gpfs_opens/p_50th

O 0O 000 oo oo e

.553806
. 736231
. 757374
.815483
. 826094
.847779
.852184
.854234
.861862
.873710



Features seem to be correlated

e Features seem to be highly correlated —> Group features with correlation coefficient

e py performing hierarchical clustering on the Spearman rank-order correlations

['BR MISS RATIO/p 50th', 'total threads/p 50th'], dtype='object'),

'['CACHE MISS RATIO/p 50th', 'NodeRSS/p 50th', 'major faults/p 50th’,
'‘minor faults/p 50th'],

dtype='object"') ,

['FP SCALAR/p 50th', 'fp 128d/p 50th', 'fp d/p 56th'], dtype='object'),

['FP VECTOR/p 50th', 'cache misses/p 50th', ‘'cache references/p 50th’,
'fp 256d/p 50th', 'fp 512d/p 560th'],

dtype=‘object’) ,

['IPC/p 50th', 'branch misses/p 50th', 'branches/p 50th’,
‘instructions/p 50th'],

dtype='object"') ,

['cycles/p 50th', 'empty cores/p 50th', 'load 15min/p 50th',
‘load 1lmin/p 50th', 'load 5min/p 50th'],

dtype='object"') ,

['fp 128s/p 50th', 'fp s/p 506th'], dtype='object'),

['fp 256s/p 50th'], dtype='object'),

['fp 512s/p 50th', 'gpfs bytes read/p 50th', 'gpfs closes/p 50th’,

tx_bytes/p_50th
tx_packets/p_50th
rx_b{tes/p:SOth
x_packets/p_50th
cach& misses/p_50th
cache_references/p_50th
256d/p_50th
FP_VECTTOR/p_50th

~fp 512d/‘;)>_50th

major _faults/p_50th
minor_faults/p_50t
CACHE_MISS RATIO/p_50t
NodeRSS/p~50t
%_Zsss/p 50t

. fp_s/p_50t
gpfs_inode_updateés/p_50t
gpfs_bytes written/p”50t
gpfs_writes/p_50t
fp_512s/p_50th
gpfs_bytes read/p”50th
gpfs_reads/p_50th

gpfs Tloses/p~50th
gpfs_opens/p_50th

load 715min/p~50th
load_1min/p~50th
load”5min/p~50th

] cycles/p_50th
1 emgt cores/p_50th

BR_MISS RATIO/p 50th

fotal_threads/p_50th

branch_mlsses9p:50th

IPC/p~50th

_ branches/p~50th
instructions/p_50th
128d/p_50th

(o]
N
o]
wn
)
'Ul
w
o
-~
e ) D D d wd -

FP_SCALAR/p_50th
fp_d/p_50th o 'gpfs opens/p 50th', 'gpfs reads/p 50th'],
SESES S SEEESEE S S SES SESSSSSE5ESE5S55SS dt ='0bi '
Slelslslelololsl=l=l=llslololelol=lolol=l=l=l=l=l=lslol=1=llsl=]=l=]l=]=]"] ype— 0 JeCt ) ’
IO IO DININIDIIIININAINIAIIAIAINIIOININIDININDINIDINIAKOIN,
] [T L §ogsg sasRongan g guoagacEe ggoa gog ses, ['gpfs bytes written/p 50th', 'gpfs inode updates/p 50th',
EESEEEESEEEEEEEEEEEE556555565S55655555 SES8gunPa S SERaNeTEER L e A8EEEY SRS S son e ‘gpfs writes/p 50th'],
CO0O00O0DOO00O0OOOOD0O0O0O0O0O0OO0O0O00O0O0O0OEO0OOOOD B0 |¢U'°|8Ee E r‘_q_g_c 11 'g_s-; 'm'hluor' ] |B‘U LE cO 6 — —
01 DA NN A A A A A A A A A A A A A A A DA A A DA A A B A A A0 %8x8 %&LIL pof=¥e) Zm@.wm I, oo >\n'6 | S3eR —1 : '
dededaddegag oaaedadeedaaedeea e aaaaaae &S BESESsnSFE S pFEluvoss Ut L 55FY dtype='object"') ,
L0 D e ER L0 AR e fEEEEfP08090£E3%D 5 ¥58 o mEs LG 20880°° g8 2 & 'E L L .
SYEiiZaPaR RN e EEcnlEeaEEfvsEgatosne g EE% 82 « 9ZBF ['rx bytes/p 50th', 'rx packets/p 50th', 'tx bytes/p 50th’,
S8 EEseley shiBee SE e ga e HUEE Boal ] z A& s 'tx packets/p 50th'], B R R
B rgt gl BES gls 28888°° FLRE “F e S 3 £a X packets/p ],
v} o a i (=) — . '
E § Sy 8 g 5 dtype='object"') |
« oo - - -



Which Feature Is Important

For the Random Forest

® Fcature Importance and Permutation Importance

Random Forest Feature Importances (MDI) ' Permutation Importances (test set)
cache_misses/p_50th cache_misses/p_50th { | H
cache _references/p 50th |
instructions/p_50th cache references/p 50th - : %[ﬂ—<
FP_VECTOR/p_50th :
branches/p_50th FP_VECTOR/p_50th { ! H}
cycles/p 50th I
FP_SCALAR/p_50th CACHE_MISS_RATIO/p_50th 1 |
fp_128d/p_50th :
fp_512d/p_50th fp_d/p_50th { i}
fo_d/p_50th :
branch_misses/p_50th tx_bytes/p_50th 7 |}
empty cores/p 50th |
CACHE_MISS_RATIO/p_50th FP_SCALAR/p_50th 4 |
IPC/p_50th :
minor_faults/p_50th branch_misses/p 50th - :il
NodeRSS/p_50th |
BR_MISS_RATIO/p_50th branches/p_50th 1  }j
total threads/p 50th . :
gpfs_bytes _read/p_50th minor_faults/p_50th - :[.
tx_bytes/p_50th 0.00 0.02 0.04 0.06 0.08 0.10 0.12

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 Decrease in accuracy score



cache misses/p 50th

cache references/p 50th
FP_VECTOR/p_50th
instructions/p_50th
cycles/p_50th
branches/p_50th

empty cores/p 50th
FP_SCALAR/p_50th
fp_128d/p_50th
IPC/p_50th

fp_d/p_50th

BR_MISS RATIO/p 50th
CACHE_MISS RATIO/p_50th
branch_misses/p 50th
fp_512d/p_50th
minor_faults/p_50th

gpfs bytes read/p 50th

SHAP

Which Feature iIs Important

For specific job

LIME

NOT ugly

cache_misses/p_50th
0.04

FP_VECTOR/p_50th
0.03

cache_references/p...
0.03

fp_512d/p_50th
0.01

cycles/p_50th
0.01

instructions/p_50th
0.01

branches/p_50th
0.01

load_15min/p_50th
0.01

fp_128d/p_50th
0.01

load_5min/p_50th
0.01

Feature value

ugly

BR_MISS_RATIO/p_50th
0.01

Random Method

cache_misses/p_50th
FP_VECTOR/p_50th
cache_references/p_50th
FP_SCALAR/p_50th
fp_256d/p_50th
fp_s/p_50th
fp_128d/p_50th
CACHE_MISS_RATIO/p_50th
fp_512d/p_50th
gpfs_opens/p_50th

O 0O 0O 00000 o o o

. 553806
. 736231
. 757374
.815483
.826094
.847779
.852184
.854234
.861862
.873710



GPU Result

For the Random Forest

Random Forest Feature Importances (MDI) Permutation Importances (test set)
sm_occupancy/p_50th sm_occupancy/p_50th - | — L
sm_active/p 50th :
power_draw/p_50th power draw/p_50th 4 | — |
utilization_gpu/p_50th :
tensor_active/p_50th tensor_active/p_50th 1 | | |
memory_used/p_50th |
tx_bytes/p_50th FP_VECTOR/p_S50th { | H
fp_512s/p_50th |
tx_packets/p_50th sm_active/p_50th 1 | —
fp_s/p_50th [
gpfs_bytes written/p_50th memory_used/p 50th - : l— —
branches/p_50th :
FP_VECTOR/p_50th gpfs_bytes written/p_50th - l— i
cycles/p _50th I
fp_256s/p_50th tx_bytes/p _50th { | — {
FP_SCALAR/p_50th :
fp_256d/p_50th fp_512s/p_50th 4 I H| —
Instructions/p_50th |
fp_128d/p_50th tx_packets/p 50th { | |
load _1min/p_50th ! ' ' : '
0.000 0.005 0.010 0.015 0.020

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200 Decrease in accuracy score



For specific job

e SHAP result for all jobs

7297039
7353442_11
7353448_5
7335476

7175693

7353442_4
7274398
7351613
7334894

7230186

0
sm_occupancy/p_50th
sm_occupancy/p_50th

power_draw/p_50th
sm_occupancy/p_50th
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Additional testing

e Check if Random Forest can predict (i.e., check If it gives consistent result even though job Is not over)
® [rain only with two or three columns (cache_miss_ratio or FP_VECTOR) —> test accuracy over 95% (original model: 0.982)
e Other methods: SVM(Support Vector Machine), KNN(k Nearest Neighbors)
e Similar, but different results: all affected by ‘one specific column’, but that is different
e Check sensitivity of the Random Forest
e Change number of trees, minimum data numiber for nodes or to split, etc.

® Result: Always got similar result —> Model is Robust



Conclusion

® dentification of 'good' or 'bad’ jobs: by Roofline Model

® Jdentification of the bottleneck for specific jobs and applications: by Random Forest, one feature important, dominant for the
performance rating

® fingerprinting of unknown applications, e.g. shedding light at the famous 'a.out’ or 'python’ mystery: by PCA can differentiate types of
executables

e Additionally, neatly modularized all codes | used, so that further studies can be continued



Further Direction

o Check why different methods (SVM, kKNN) gives different results. Check prediction guality of those methods

® | 0Ok at the data itself thoroughly and see if they are all affected by ‘cache_misses’



What | learned here

® [hings related to computer science
e Concepts of computer architecture and computer performance
¢ \Multi-processing
e \/Vhat | can do with models (We used model not only to just ‘predict’, but also to interpret high dimensional data)
e How 1o interpret results from models (feature importances, SHAP, Lime etc.)
¢ \/\\nat Supercomputer looks like!
e My English got better :)

® \eet new people from diverse countries. It was very fun listening to different stories and share experiences!



