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Motivation & Background

■ Want to search Lectures with diverse criteria
– e.g. with little assignments, less exams …

■ How can I classify Lectures?
■ Lecture Reviews give abundant Information, based on actual 

participants



Related Works

■ Works regarding IMDB Movie Reviews
– A. Maas, R. E. Daly, P. T. Pham, D. Huang, A. Y. Ng, and C. Potts, “Learning 

word vectors for sentiment analysis,” in Proceedings of the 49th annual 
meeting of the association for computational linguistics: Human 
language technologies, 2011, pp. 142–150. 

■ Deal with Lecture Reviews
– H. Lim, G. Cho, and S. Shin, “Lecture evaluation sentiment analysis using 

word embedding and text-cnn,” Proceedings of the Korean Information 
Science Society Conference: Korean Institute of Information Scientists 
and Engineers, pp. 1953–1955, 2017.



Problem Definition

■ 1. How should rate my lecture review?
– Whether it is positive/ negative toward lecture

■ 2. Can I get a recommendation for a course that suits me? 
– Classify lecture reviews into diverse criteria
– This gives overall characteristic of the lecture
– In this project, focus on “Amount of Assignment”



Problem Definition

■ 1. Classify Lecture Review into two category
–  “Positive” or “Negative” toward Lecture

■ 2. Classify Lecture Review in terms of Assignment
– “Little”, “Normal” or “Too Much”



Solving Approach (1) How to get Data

Crawl Lecture 
Link List

Crawl Lecture 
Reviews

Visit each 
Lecture Link



Solving Approach (1) How to get Data

Crawl Lecture 
Link List

Crawl Lecture 
Reviews

Visit each 
Lecture Link



Solving Approach (1) How to get Data



Solving Approach (2) How to deal with Data

Leaving only 
Korean and 

English

Elimination 
of 

postposition 
and prefix

Encoding 
words into 

integer

Elimination 
of rare 
words

Padding 
dataset into 

equal size

힐링강의😚😚이번학기는�코로나때문에�전면�비대면으로�수업하셨습니다!�…
교수님�진짜�빛💕수업에�대한�애정�뿐만�아니라�강의력도�좋으셔서�…

꿀�빨았습니다.....�여러분도�꿀�드세여.....�마지막�기말�보고서만�잘�쓰시면�한�
큐에�끝납니다.



Solving Approach (2) How to deal with Data

Leaving only 
Korean and 

English

Elimination 
of 

postposition 
and prefix

Encoding 
words into 

integer

Elimination 
of rare 
words

Padding 
dataset into 

equal size

힐링강의�이번학기는�코로나때문에�전면�비대면으로�수업하셨습니다
교수님�진짜�빛�수업에�대한�애정�뿐만�아니라�강의력도�좋으셔서

꿀�빨았습니다�여러분도�꿀�드세여��마지막�기말�보고서만�잘�쓰시면�한�큐에�
끝납니다



Solving Approach (2) How to deal with Data

Leaving only 
Korean and 

English

Elimination 
of 

postposition 
and prefix

Encoding 
words into 

integer

Elimination 
of rare 
words

Padding 
dataset into 

equal size

힐링강의�이번학기�코로나�전면�
비대면�수업하셨습니다

교수님�진짜�빛�수업�대한�애정�
아니라�강의력�좋으셔서

꿀�빨았습니다�여러분�꿀�드세여�
마지막�기말�보고서�잘�쓰시면�한�큐�

끝납니다

'수업':�1,�'교수':�2,�'있다':�3,�'과제':�4,�'것':�5,�
'좋다':�6,�'같다':�7,�'자다':�8,�'시험':�9,�'들다':�10,�
'강의':�11,�'없다':�12,�'말':�13,�'수':�14,�'않다':�
15,�'되다':�16,�'학점':�17,�'많다':�18,�'정말':�19,�

'적':�20,�'받다':�21

'갈무리':�8024,�
'노을':�8025,�'교슈님들':�8026,�'서쳥':�8027,�

'형종썀':�8028

According to 
Frequency



Solving Approach (2) How to deal with Data

Leaving only 
Korean and 

English

Elimination 
of 

postposition 
and prefix

Encoding 
words into 

integer

Elimination 
of rare 
words

Padding 
dataset into 

equal size

'얙하':�8013,�'줄글':�8014,�'70년':�8015,�
'실상':�8016,�'총통':�8017,�'설립':�8018,�

'증인':�8019,�'애인':�8020,�'장황하다':�8021,�
'고난':�8022,�'추억':�8023,�'갈무리':�8024,�
'노을':�8025,�'교슈님들':�8026,�'서쳥':�8027,�

'형종썀':�8028



Solving Approach (2) How to deal with Data

Leaving only 
Korean and 

English

Elimination 
of 

postposition 
and prefix

Encoding 
words into 

integer

Elimination 
of rare 
words

Padding 
dataset into 

equal size

Samples�with�length�less�than�200�
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Solving Approach (2) How to deal with Data: 
Labels
Stars from 1 to 
5

Assignment “Little”, “Normal”, “Too 
Much”

[1, 0, 0] [0, 1, 0] [0, 0, 1]0 1



Solving Approach (3) Designing Model

■ What is LSTM?
– Similar to RNN but better in remembering past
– Usually used for problems with time series or text files



Solving Approach (3) Designing Model

■ 1. Classify Lecture Review into two category

Embedded 
Layer

Change 
input into 

vectors

LSTM 
Layer

Dense 
Layer

Sigmoid

return value 
in 0~1



Solving Approach (3) Designing Model

■ 2. Classify Lecture Review in terms of Assignment

Embedded 
Layer

Change 
input into 

vectors

LSTM 
Layer

Dense 
Layer

Softmax

return value 
in

[a, b, c]



Evaluation
■ 1. Classify Lecture Review into two category

– Accuracy: 0.9588

■ 2. Classify Lecture Review in terms of Assignment
– Accuracy: 0.6082

Positive Prediction Negative Prediction

Positive 323 4

Negative 0 13

Little Pred. Normal Pred. Too Much Pred.

Little 6 90 17

Normal 20 376 79

Too Much 1 32 137
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Evaluation
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– 2. Classify Lecture Review in terms of Assignment

?



Lessons Learned & Conclusion

■ Tried to solve two problems
– 1. Classify Lecture Review into two category
– 2. Classify Lecture Review in terms of Assignment

■ First problem had high accuracy while Second did not
■ Why?
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Lessons Learned & Conclusion

Equal Size of Data will bring better 
Result



Lessons Learned & Conclusion

■ Problem while Crawling Data
■ More than 8000 lectures available, 

but could only approach 400
■ More abundant data, better result



Lessons Learned & Conclusion

■ Further research with better circumstances
■ More development on this idea

– Recommendation of lectures according to previous reviews
– Assessment of lectures in diverse features


